This document was sent out for comment Oct. 30th, 2008.

Revising the Technology/Grid LO:

Current: Demonstrate technical skill in accessing data from the Grid and Grid computing techniques.

1a) Describe the characteristics of an analysis that would benefit from using grid resources.

Or

1b) Describe and run an analysis job that benefits from using grid resources.
2) Demonstrate an appreciation of the steps necessary in constructing, executing, tracking the products of analysis jobs.

We suggest changing the analyze data reference in Cosmic to

“What would it take for your job to benefit from the resources of the grid? Make notes in you logbook.

Be sure to save your good plots and look at the provenance plot associated with it.  Maybe we should make it easier to see the provenance when saving a plot.

Workflow Management – transformations and derivations.

Queuing results, Queuing the job.  Should we change the animation that compares CMS with Cosmic now that we have the opportunity to go to the grid.

The following comments were made by Eric Myers before we wrote the new LOs.

Actually we have good background on the execution choices that Mihael and I made.  But I think we have to frame the language so that they take time to understand why they would choose to use the grid rather than run locally or on the cluster.

Maybe we should more to the reference for analyze data that encourages students to log information about when the grid is useful.

Eric’s Comments:

That's a big lesson, not just something on the side.

One exercise which students could be involved in directly for LIGO is to record execution times for an analysis as it depends on run conditions, which includes GPS start/top times.  They can then see how exectution time varies.  For example, simply plotting a channel should scale linearly with time interval, but doing a cross-correlation (when we get that capability) should scale more like the square.

This could also be done for cosmics, of course, though probably with different models of execution time (I don't know).  Maybe the students even come up with their own.

Eventually we would record run conditions for each task and resulting execution times and fit the data to a model which provides a prediction of run times.  Bluestone has this now for the linear fit, based on a few observations, but student involvment could refine this and also expand to other transformations/models.

Student involvment in this would lead to learning outcomes such as a deeper understanding of why being able to use remote computing resources is important (basically, demonstrating that what you got on your desktop won't do the job).

There are other things students could investigate.  We noticed that the linear model of execution times worked on tekoa during workshops for up to 4 concurent tasks.  After that, things suddenly got slower.  And guess what? tekoa has 4 processors.  But what happens when they are all loaded? That could be inverstigated further, at least until we loose the machine. I'm sure other interesting things are possible.

The point of this is that the computers become the apparatus for the investigation, not just an auxilliary tool.  But it all goes together.

Is this a separate "investigation" or "study", or a part of every study? I guess we have to decide that.

Resources for this should include discussion of Moore's Law, not just for processing power but also for disk storage and network bandwidth, since those go into the argument supporing use of The Grid.

